Simulation vs. Hardware Execution in
Google’s Quantum Ecosystem

The transition from quantum circuit simulation to hardware execution represents a critical phase
in quantum software development. This section examines the technical distinctions, practical
workflows, and strategic considerations for deploying Cirq circuits on Google’s simulators versus
physical quantum processors.

Comparative Overview: Simulations vs. Hardware

Aspect Simulation Hardware Execution
Environment Noise-free or configurable Real-world noise (T1/T2
noise models decay, gate errors)
Speed Instantaneous (small circuits) Queue times up to hours

(varies by demand)

Qubit Count Virtually unlimited Limited to processor size
(memory-constrained) (e.g., Sycamore: 53 qubits)
Fidelity Perfect gates (unless noise Typical single-qubit gate
models applied) fidelity: 99.8%
Connectivity Fully configurable Fixed processor topology
(e.g., 2D grid)

Quantum Simulation Strategies

1. Statevector Simulation

Ideal for algorithm validation and debugging, Cirg’s Simulator computes exact quantum
states:

python



Output:

text

Use Case: Verify quantum Fourier transform implementations or Grover’s algorithm oracles.

2. Quantum Virtual Machine (QVM)

Google’s QVM replicates hardware behavior using noise models derived from processor
calibration data:

python

Typical Output:

text

Key Features:

e Simulates cross-talk and spatially correlated noise



e Mimics 200-us readout durations
e Replicates limited qubit connectivity

Hardware Execution Workflow

Step 1: Circuit Validation

Ensure compliance with processor constraints using Cirg’s validator:

python

Step 2: Calibration-Aware Transpilation

Incorporate real-time calibration metrics for optimization:

python

Step 3: Job Submission and Monitoring



Execute on Sycamore via Google Cloud Quantum Engine:

python

Noise Characteristics and Mitigation

Sycamore Processor Noise Profile (2025)

Parameter Typical Value
T1 Relaxation Time 25us £ 3 s
T2 Dephasing Time 35us 5 pus
Single-Qubit Gate Error 0.12% £ 0.04%
Two-Qubit Gate Error 0.65% £ 0.15%
Readout Error 2.8% + 0.8%

Error Mitigation Techniques

1. Zero-Noise Extrapolation (ZNE):
python



2.

3. Dynamical Decoupling:
python

4.

5. Measurement Error Correction:
python

Benchmarking Case Study: QAOA on MaxCut

Metric Simulation (QVM) Hardware (Sycamore)
Approximation Ratio 0.95+0.02 0.73+£0.12
Runtime 15 sec 8.2 hours
Energy per Shot 0.5kJ 18 mJ

Success Probability N/A 14.7% £ 2.3%



Key Insight: While simulations achieve near-ideal performance, hardware results require error
mitigation and hybrid classical optimization loops to approach practical utility.

Strategic Recommendations

1. Development Phase:

o Use statevector simulation for algorithm validation

o Transition to QVM with noise models for pre-hardware testing
2. Production Deployment:

o Schedule hardware jobs during off-peak hours (00:00-06:00 UTC)

o Aggregate results from 5+ calibration cycles to average temporal drift
3. Cost Optimization:

o Simulate with reduced qubit counts for large algorithms

o Use Google’s Quantum Credits program for early-stage startups

By mastering these simulation-to-hardware transition techniques, developers can effectively
bridge the gap between theoretical quantum algorithms and practical implementations on
NISQ-era devices.
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